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INTRODUCTION

Structure-based virtual screening of compound libraries is now widely used to prioritize hits for a given protein target of known three-dimensional (3-D) structure. The method of choice in these cases consists of docking numerous compounds in the receptor binding site and scoring the corresponding poses with energy-based scoring functions. Several docking algorithms and scoring functions are available, but the main limitation of this approach resides in the fact that their use is highly target-dependent. Even if some general rules have been reported, it is still very difficult to know in advance which combination of docking program and scoring function will give optimal results for a particular target, and as such, it is normal practice to try in consensus a few docking/scoring combinations to identify the most suitable in each case.

The use of structure-based pharmacophore models for virtual screening is a potential alternative to docking since pharmacophore parametrization is not target-dependent, it may be fuzzy enough to accommodate target flexibility, and it is computationally not expensive. A pharmacophore is the 3-D arrangement of features that are necessary for the binding of small molecules to a macromolecular receptor. In most common applications, pharmacophores are identified from a set of ligands of known activity but unknown receptor structure. Knowledge of the corresponding receptor structure may be incorporated while editing the pharmacophore by generating exclusion spheres mapping protein atoms or, even better, by prioritizing molecular interaction features from protein structures. The major difficulty of the latter approach is the identification of the hot spots for binding, that is, those residues that can form strong interactions with a small-molecular-weight compound. If one or more X-ray structures of protein−ligand complexes are available, then interacting residues can be easily identified, and the corresponding receptor-based pharmacophore models are easier to generate.

In many cases, however, especially for the ever-increasing number of proteins solved by structural genomics consortia, only the X-ray structure of the apoprotein is available with no knowledge of the binding mode of putative ligands. One must then rely on target information to set up reliable pharmacophores. The structure-based pharmacophore (SBP) method implemented in Discovery Studio is a possible approach to this problem. SBP converts LUDI interaction maps within the protein binding site into Catalyst pharmacophoric features: H-bond acceptor, H-bond donor, and hydrophobe. The main limitation of the SBP flowchart is that interaction maps generally consist of hundreds of Catalyst features, which means thousands of possible pharmacophoric hypotheses, and this makes the pharmacophore-based screening of a compound library computationally expensive. In a slightly different approach still conceptually close to SBP, Schüller et al. recently proposed converting the LUDI interaction maps into a virtual ligand described as an alignment-free descriptor vector. In both approaches, the a priori knowledge of the most reliable anchoring binding site residues would limit the number of possible pharmacophoric descriptors and considerably speed up the screening process. Targeting the most favored hydrophobic and H-bonding residues of a binding site has been reported in two separate approaches, which however still remain incom-
complete with respect to full pharmacophore definition. Grid\textsuperscript{20} and SuperStar\textsuperscript{21} can be used to identify hot spots by predicting the most favorable positions of atomic probes within the active site. Whereas Grid uses a force field to derive those positions, SuperStar relies on a knowledge-based approach from experimentally determined nonbonded interactions in small molecules’ crystal structures.\textsuperscript{22} Coupling Grid interaction maps to receptor-based pharmacophore generation was reported several years ago\textsuperscript{8} and later refined using an automated protocol.\textsuperscript{23} Grid interaction maps have also been applied as a preliminary filter to docking,\textsuperscript{24} to detect protein–protein interaction areas,\textsuperscript{25} and recently to merge chemical and biological spaces in the FLAP algorithm.\textsuperscript{11} Nonetheless, converting interaction maps into pharmacophore queries is still cumbersome and usually requires a significant level of manual intervention, notably the choice of an acceptable energy threshold to derive interaction field minima.

As a conclusion to existing state-of-the-art methods, there is still a need for a fast and automated computational approach able to directly convert 3-D atomic structures of protein binding sites into simple and workable pharmacophoric queries. The current study aims at filling this gap by applying machine learning algorithms\textsuperscript{26} to identify hot spots for ligand binding in protein binding sites. A 3-D database of protein–ligand structures was first set up and converted into ligand-annotated cavity fingerprints to train several machine learning algorithms to discriminate ligand-interacting from noninteracting protein atoms. A model built using a combination of random forest decision trees was identified as the best to predict interacting atoms in protein binding sites. This model was subsequently used to predict interacting atoms from the known X-ray structure of three proteins of pharmacological interest: neuraminidase, \(\beta\text{2}\) adrenergic receptor, and cyclooxygenase-2. Predicted interacting atoms were then utilized as seeds to generate structure-based pharmacophore models, which were further queried to discriminate true ligands from chemically similar decoys. Our approach significantly simplifies pharmacophore generation by restricting the number of interesting anchoring protein atoms and enables the systematic screening of all possible four-feature pharmacophore models to identify potential ligands.

**METHODS**

**Setting up a Data Set of Interacting and Noninteracting PDB Cavity Atoms.** The data set used in this study was selected from the third release (2006) of the sc-PDB,\textsuperscript{27} which is a collection of druggable ligand-binding sites extracted from the Protein Data Bank.\textsuperscript{28} Out of the 4468 sc-PDB entries, several filters were applied to simplify the data set by removing protein–ligand duplicates (at the level of SMILES string for the ligand and E.C. annotation for the protein) and any entry containing cofactors, heme groups, and nonstandard amino acids. The final protein–ligand data set was composed of 3500 entries. For each entry, the binding site was defined from any amino acid for which one atom is located within a 4.5-Å-radius sphere centered on all atoms of the sc-PDB ligand.

The interaction fingerprint (IFP) program\textsuperscript{29} was used to identify protein atoms that interact with the corresponding ligand. IFPs are 1-D bit vector representations of the protein–ligand interactions. Eight interaction types were considered for each protein atom: hydrophobic, aromatic (face-to-face), aromatic (edge-to-face), H-bond (protein donor atom), H-bond (protein acceptor atom), ionic (positively charged protein atom), ionic (negatively charged protein atom), and metal complexation. The interactions were identified on the basis of protein and ligand atom types, distances, and angles between atoms. Details of the program have been previously reported elsewhere.\textsuperscript{29} Each atom of all 3500 ligand-binding sites was classified as interacting if at least one of the eight bits in the IFP was switched on. The data set contains a total of 623 759 atoms, of which 122 070 are found to be interacting with a ligand (\(I_\Lambda\)) and 501 689 are found to be non-interacting (\(N_\Lambda\)), with a ratio \(N_\Lambda\) versus \(I_\Lambda\) of 4.1:1.

**Defining Atom-Based Cavity Fingerprints (CFP).** Each binding site of the data set was described by use of an atom-based fingerprint which accounts for the properties of the binding site atom \(a_i\), properties of the residue \(r_i\), that the atom \(a_i\) belongs to, and properties of the environment \(e_i\) of atom \(a_i\). Three different fingerprints (CFP1, CFP2, and CFP3) were used, which only differ in the way the residue and environment properties are encoded. Pharmacophoric property assignment (hydrophobe, aromatic, H-bond donor, H-bond acceptor, positive charge, negative charge, and metal) was done on-the-fly using OpenEye’s OEChem 1.4.2 library.\textsuperscript{30}

**Atom Properties.** The following pharmacophoric and topological features are registered in a 10-bit vector to describe each atom \(a_i\): hydrophobicity, aromaticity, H-bond donor, H-bond acceptor, positive charge, negative charge, location in the main chain, location in the side chain, and accessibility. With the exception of accessibility, each property is encoded in a binary way to account for the presence (1) or absence (0) of the property itself. The atomic accessibility is defined as follows:

\[
\text{accessibility} = \frac{\text{MS}}{4\pi r^2} \times 100
\]

where MS is the molecular surface calculated with the MS Connolly program\textsuperscript{31} using a probe of radius of 1.4 Å, and \(r\) is the van der Waals radius of the atom under consideration (default MS values).

Three intervals were selected to encode the accessibility in two bits, on the basis of the computed difference in accessibility between interacting and noninteracting atoms from sc-PDB ligand-binding sites (Supporting Information): 01, accessibility \(\leq 5\%\); 11, 5% < accessibility \(\leq 30\%\); 10, accessibility > 30%.

**Residue Properties.** This block depends on the cavity fingerprint definition (CFP1, CFP2, or CFP3). CFP1 is a nine-bit binary fingerprint accounting for eight physicochemical properties: hydrophobicity, aromaticity, H-bond donor, H-bond acceptor, positive charge, negative charge, metal, and size. The size of a residue is defined according to the number of heavy atoms, and it is encoded in two bits: 10, small (between zero and three heavy atoms); 11, medium (between four and six heavy atoms); 01, large (between 7 and 10 heavy atoms).
CFP2 is an integer fingerprint featuring the number of occurrences of each above-described property in the residue of interest. The size of the residue is encoded in two bits as for CFP1.

CFP3 is a binary fingerprint of 21 bits, where 20 bits account for each of the 20 natural amino acids and one additional bit accounts for metals (Ca, Co, Mg, Mn, and Zn).

Environment Properties. The environment of an atom $a_i$ in the binding pocket is defined by any amino acid for which one atom is located within a 4.5-Å-radius sphere centered on the atom of interest and whose side chain is pointing toward the atom itself. The side chain of a neighboring residue is considered to be pointing toward the atom of interest if the angle formed by the atom, the Cα of the neighboring residue, and the geometric center of the neighboring residue is below 90°. The same encoding as previously reported for the “residue property” block is then collectively applied to all residues selected to contribute to the environment.

The sc-PDB protein cavities are then described by 26 attributes for CFP1 and CFP2 fingerprints and 52 attributes for the CFP3 fingerprint (see exhaustive definition in the Supporting Information).

Classification Models. The data set on which various machine learning algorithms were evaluated consists of 623 759 atoms characterized by an identifier, the corresponding cavity fingerprint (CFP1, CFP2, or CFP3), and a final bit encoding its interacting (I$_A$) or noninteracting (NI$_A$) character. Decision trees and naive Bayesian inference were investigated for the classification of interacting and noninteracting atoms in protein binding sites. Decision trees were generated with the Java machine learning workbench WEKA v.3.5.5,26 while Pipeline Pilot v.6.132 was used for naive Bayesian classification. Decision trees work from the top down, selecting at each stage an attribute that best separates the classes. In the current study, the J48 algorithm, which is a Java implementation of Quinlan’s C4.5 algorithm,33 and the random forest approach34 were used. The main feature of the J48 algorithm is the postpruning of leaves that do not greatly contribute to the predictive accuracy of the tree. It is widely recognized that predictive abilities of trees can be improved by training each tree on a different subset of data, using techniques such as bagging or boosting.28 For this reason, the AdaBoostM1 algorithm35 implemented in WEKA was used in conjunction with J48 trees. This algorithm generates bootstrapped samples with replacement from the original data set; at each stage, the accuracy of a tree is used to bias the selection of entries for the next sample, so that poorly predicted entries have a higher probability of being selected, and the next tree can focus on these more difficult cases. Also in random forest, trees are built using samples with replacement from the original data set, and in addition, only a subset of the attributes is used to build each tree. Unlike J48, no pruning is performed in random forest.

A naive Bayesian classifier is based on Bayes’ theorem, which relates the conditional and marginal probabilities of two events, A and B, as follows:

$$ P(A|B) = \frac{P(B|A)P(A)}{P(B)} $$  

where $P(A|B)$ is the conditional probability of A given B, $P(B|A)$ is the conditional probability of B given A, $P(A)$ is the prior probability of A, and $P(B)$ is the prior probability of B.

For each object that has to be classified, a naive Bayesian model returns the probability of the object to belong to one class. This classifier assumes events to be equally important and independent. In Pipeline Pilot, a Laplacian correction36 is used to ensure that attributes that never occur receive a probability value.

Classification models were built using a randomly selected training set corresponding to 25% of the full data set and a test set consisting of the remaining 75% of the data. The criteria used for the evaluation of the performance of each model and for a comparison of different models are sensitivity, specificity, precision(I$_A$) and precision(NI$_A$), which are defined as follows:

$$ \text{Sensitivity} = \frac{TP}{TP+FN} \quad (3) $$

$$ \text{Specificity} = \frac{TN}{TN+FP} \quad (4) $$

$$ \text{Precision}(I_A) = \frac{TP}{TP+FP} \quad (5) $$

$$ \text{Precision}(NI_A) = \frac{TN}{TN+FN} \quad (6) $$

where TP are true positives, TN true negatives, FP false positives, FN false negatives, I$_A$ interacting atoms, and NI$_A$ noninteracting atoms.

The receiver operating curve (ROC) score37 was also used for assessing and comparing the performance of the different methods. The ROC score is the area under the ROC curve, which represents the correlation between the false positive rate, defined as 1-specificity, and the sensitivity. The ROC score can vary between 0 and 1, where 1 represents the ideal situation of perfect prediction.

Converting Predicted-Interacting Atoms into Pharmacophore Queries. DiscoveryStudio2.016 was utilized as a platform to generate pharmacophore queries from ligand-free protein structures as follows. The “Interaction Generation” protocol was first used to read the input protein PDB file with hydrogen atoms and to output a LUDI interaction map for three features (H-bond donor, H-bond acceptor, and hydrophobic). The latter were subsequently hierarchically clustered according to their type and location, and only cluster centers complementary to the set of previously predicted interacting atoms were kept. The resulting pharmacophores were finally supplemented with 2-Å-radius exclusion spheres located at the Cα atomic coordinates of the user-defined binding site residues. In cases where these exclusion spheres were imperfectly mimicking the protein surface, additional spheres were added, notably for bulky side chains (e.g., Arg and Trp) folding inward the binding site center.

Compound Library Setup and Screening. For each of the three investigated targets, a compound library was customized to contain as many chemically diverse known actives and decoys describing a similar chemical space. True actives were retrieved from the literature (see the Supporting Information). The structures of the targeted ligands in a 2-D sdf file were ionized at physiological pH with Filter v.2.0.138 and standardized with JChem v.3.2.3.39 and 3-D coordinates were generated with Corina v.3.4.40
3-D coordinates were saved either in sd file format for a pharmacophore search or in mol2 file format for docking. Decoys were taken from our in-house repository of commercially available druggable ligands and selected to span global property ranges (molecular weight, H-bond donor count, H-bond acceptor count, logP, and negative and positive charge counts) similar to those of the set of actives. To reduce the risk that potentially active compounds might be selected by chance, a maximal Tanimoto similarity threshold of 0.3 computed from SciTegic ECFP4 circular fingerprints was applied to remove decoys close to any of the true actives.

A maximum of 250 conformers were generated in DS Catalyst for each compound using the FAST parameter settings with an upper energy threshold of 20 kcal mol$^{-1}$. The “Screen Library” protocol in DS was used to screen the compound libraries against all possible combinations of three-, four-, and five-feature pharmacophore models, using a minimum interfeature distance of 0.5 Å and rigid fitting. Complete screening timings ranged from 15 min to 3 h on a 2.4 GHz PC running Windows XP with 1.25 GB of RAM.

**Docking.** Standard parameters of FlexX2.2, Surflex2.11 and two times speed-up settings of Gold3.2 were used to dock the above-described libraries. The binding site was defined in FlexX (receptor description file), Surflex (protomol file), and Gold (gold.conf file) from the 3-D coordinates of binding cavities, as predicted by MOE Site Finder. 3-D coordinates of the targets (2qwf, 2rh1, and 5cox) were directly taken from the sc-PDB database without any further energy refinement. Whereas FlexX used a PDB file format without explicit definition of hydrogen atom positions, Surflex and Gold utilized a mol2 file format with explicit hydrogen atoms. The top-ranked pose, according to the native scoring function of each docking program (FlexXscore, $-\log(K_d)$, Goldscore) was saved for further postprocessing with in-house Perl and shell scripts to rank compounds by decreasing docking scores.

**RESULTS AND DISCUSSION**

The basic idea behind the herein-proposed HS-Pharm flowchart (Figure 1) is to use machine learning algorithms to classify protein cavity atoms as noninteracting or interacting and exclusively focus the receptor-based pharmacophore definition on the latter atoms. To achieve this goal, the first step is to develop a database of atoms lining ligand-binding sites, annotate them according to their anchoring potential (interacting, noninteracting), and describe them by a fingerprint with some physicochemical relevance.

**The Data Set.** As a source of ligand-binding sites, we chose the sc-PDB data set, which presents several advantages: (1) the corresponding ligand is characterized from a pharmacological and not a structural point of view, (2) ligand-binding sites are filtered by ligand-based and structure-based topological filters to retain druggable cavities only, (3) all binding sites are carefully annotated at the biochemical level. Starting from 4468 sc-PDB entries, 3500 binding cavities were finally selected and randomly separated into a training set (25% of entries) and a test set (75% of entries). Analysis of the biochemical annotation (at the E.C. annotation level) of all entries in both sets suggests that there is no major bias in the splitting procedure (Figure 2A) and that the E.C. annotation of enzymes in both sets mirrors that of the Protein Data Bank for enzymes. As already noticed for the full sc-PDB, the data set is enriched in enzymes (ca. 70% of entries) with respect to the PDB, which simply corresponds to the higher propensity of enzymes to be cocrystallized with a druglike ligand.

For each complex of the data set, the corresponding protein–ligand molecular interactions for each cavity atom were computed with the IFP program. Out of the 623759 protein cavity atoms stored in our data set, about one-fourth (122 070) were found to be interacting with a ligand. The distribution of molecular interaction types is again very similar in both the test set and the training set (Figure 2B). The prevalence of hydrophobic contacts among registered interactions in IFP bit strings (ca. 70%) reflects the abundance of carbon atoms in PDB complexes and shape recognition between a protein cavity and its cognate ligand. Whereas aromatic contacts are equally distributed among edge-to-face and face-to-face interactions (3% for each), H bonds are significantly more frequent from protein donor atoms (13%) than from protein acceptor atoms (7%). The same discrepancy is observed by comparing the occurrence of salt bridges with protein cationic compounds (2% of all interactions) and anionic atoms (1%). These discrepancies only reflect a bias in the chemical space described by PDB ligands. Hence, among the 5525 currently registered sc-PDB ligands, there are nearly twice more anionic ligands (e.g., nucleotide analogues) than cationic compounds.

**Assessment of Classification Models.** After tagging protein cavity atoms as ligand-interacting and noninteracting, we next need to encode topological and physicochemical properties of protein cavity atoms into a simple fingerprint from which machine learning algorithms may learn to distinguish interacting from noninteracting atoms. Three slightly different CFPs and classification algorithms (naive Bayes, decision trees, and random forest) were compared for this purpose. A total of 25% of the data set was used for learning, and the remaining 75% was utilized for testing. Default values in WEKA were used in building the decision trees; for random forest, the increase in the number of trees (default is 10) was investigated, but no improvement in predictions was observed. For each CFP, random forest and boosting combined with the J48 algorithm yield similar predictions (Table 1). All CFPs are relatively similar in specificity, precision, and ROC score, but the sensitivity is lower for CFP1 compared to those for CFP2 and CFP3. This is likely to be due to the nature of the fingerprints, since CFP1 collectively describes residues and the environment by property type, whereas CFP2 and CFP3 allow a better description of individual cavity residues and thus of corresponding individual atoms. Mixing integers with bits in the fingerprint (CFP2) does not affect the accuracy of the corresponding models with respect to a full bit string definition (CFP1 and CFP3). If we now compare the classification performance of the naive Bayesian classifier to the decision trees, it can be noticed that a higher sensitivity is achieved by all CFPs, but at the cost of a significant decrease in precision($I_H$) and in specificity, which means that, while more interacting atoms are correctly classified as interacting, more noninteracting atoms are misclassified as interacting. CFP3 achieved the highest sensitivity and lowest specificity, while CFP2 has the lowest sensitivity and highest.
Figure 1. HS-Pharm flowchart. Starting from a 3-D structure of a target, the most relevant binding site is selected manually or automatically (step 1), and it is used to prioritize the most interesting interacting atoms (step 2a) and to generate an interaction map with few probe atoms (step 2b). The interaction map is converted into Catalyst pharmacophoric features (step 3) and further simplified by focusing on cavity atoms predicted to be interacting with a putative ligand (step 4). The simplified features are transformed into all possible three-feature, four-feature, and five-feature pharmacophores, which are sequentially screened (Step 5) to find putative hits.
specificity. This is most likely due to the fact that, while CFP1 and CFP3 are binary fingerprints, CFP2 is a mixed fingerprint, which combines a binary part to an integer part; this probably affects the naive Bayesian Pipeline Pilot classification.

We thought that specificity was an important descriptor of the model since we wished to define a limited set of potentially interacting atoms to simplify the corresponding pharmacophores. We therefore prioritized random forest and decision trees to further improve the limited sensitivity while keeping the specificity of our preliminary models. As previously reported, interacting atoms are less abundant in the data set than noninteracting atoms. Several methodologies can be used to improve predictions on the least represented class in an unbalanced data set. One such methodology implemented in WEKA is the meta learner algorithm ThresholdSelector,\textsuperscript{26} which selects a probability threshold on the classifier’s output in order to optimize the \( F \) measure on the least represented class. The \( F \) measure is defined as follows:

\[
F = \frac{2TP}{2TP + FP + FN}
\]  

where \( TP \) are true positives, \( FP \) are false positives, and \( FN \) are false negatives.

When compared to a simple random forest, the use of this meta learner increases the sensitivity, as expected, but decreases the specificity and the precision \( (1_\lambda) \) for all three fingerprint types (Table 2). We thus tried a voting algorithm combining random forest alone and random forest with threshold selection to average probability estimates for interacting and noninteracting atoms. The voting algorithm could not be used in combination with the CFP3 fingerprint due to memory limitations in WEKA. However, for the other two cavity fingerprints, the combined model provides a good compromise between the two separate initial classifications. CFP2 descriptors lead to a slightly higher ROC score and sensitivity than CFP1. In addition, the corresponding model reaches a better balance between sensitivity and precision. The specificity is still good enough to limit the number of predicted interacting atoms. For this reason, the CFP2 cavity fingerprint was further selected for retrospective pharmacophore elucidation for three targets (see below).

**Evaluation on an External Validation Set.** To further probe the predictive ability of the above classification model, an additional external validation set was created from entries recently added to the fourth release of the sc-PDB database. Of the 2057 new entries found, only those whose E.C. number was absent in the original data set of 3500 entries were selected. The external validation set was composed of 114 new entries, on which none of the previous classifiers had been trained. In addition to the previous definition of binding sites used in the original data set (see Methods), larger cavities were created by selecting residues within 6.5 Å of the ligand. Last, for 10 randomly selected entries in the external validation set, the binding site was detected on-the-fly using the MOE cavity detection algorithm.\textsuperscript{45} The Site Finder module in MOE identifies all pockets in a given protein apo structure and ranks them as possible binding sites. For each entry, the cavity identified by MOE which was closest to the true binding site (according to the ligand-based definition) was extracted and used for predictions. This cavity definition truly reproduces the situation in which the methodology described here would be used to prioritize hot spots from apoprotein structures.

As can be seen from Table 3, predictions obtained using the previously described voting approach are still in good agreement with previous predictions on the test set, whatever
the binding site definition. We can thus assume that this classification model has been trained on a training set which sufficiently samples known cavity atoms in order to derive relevant predictions. In addition, the use of an automated procedure to detect the ligand-binding cavity does not alter the accuracy of the derived model either. We can thus conclude that the voting model is robust enough to be efficiently used for predicting ligand-anchoring atoms in protein binding sites.

**Defining and Querying Structure-Based Pharmacophore Models.** As discussed in the introduction, the knowledge of hot spots in protein cavities can be applied to the generation of structure-based pharmacophore models, which can be further queried to discover appropriate ligands by virtual screening. Three proteins, which were not present in the training set used to train the classification models, were selected to test the methodology. The Site Finder module in MOE was used to extract the binding sites from the proteins, as described above, and CFP2 cavity descriptors were calculated for each atom of the corresponding pockets. The combined model (random forest and random forest with ThresholdSelector) was used for predicting interacting atoms in the binding sites.

**Neuraminidase (NA).** The influenza virus neuraminidase is a tetrameric glycoprotein target for anti-influenza drugs. This target was chosen for the highly polar nature of its sialic acid binding site, which is formed of 28 residues with a high abundance of charged amino acids. Our classification model applied to the ligand-depleted 2qwf PDB entry predicts 32 atoms to be of interest for interacting with a potential NA inhibitor (Figure 3A). Out of these 32 atoms, 14 are less than 4.5 Å away from the 2qwf ligand, whose coordinates were not taken into account in the classification. A pharmacophore was derived from the LUDI interaction map, and only those features close to any of the 32 atoms of interest were selected, thus limiting the number of pharmacophoric features to seven: one H-bond acceptor toward Lys292 (Acceptor1); one H-bond acceptor toward Arg118 and Arg371 (Acceptor 2); three H-bond donors toward Glu277 (Donor1), Glu119 (Donor2), and Glu276 (Donor3); one hydrophobic feature close to Ile222 and Arg224 side chains (Hydrophobe1); and one hydrophobic feature close to Arg152, Trp178, and Ser179 side chains (Hydrophobe2). A total of 37 exclusion spheres were added to the pharmacophore model, which is shown in Figure 3B.

A compound library was set up from eight known NA inhibitors (see the Supporting Information) and 792 decoys randomly selected from an in-house database of commercially available druglike compounds (Bioinfo database). In order to avoid biasing *in silico* screening results, decoys were carefully selected to span the same chemical space as true NA inhibitors. All possible three-feature, four-feature, and five-feature pharmacophores were serially screened with DS Catalyst for their propensity to retrieve true NA inhibitors. Using three-feature pharmacophores (P3 model, Figure 4D), all eight active compounds were retrieved, but the majority of the decoys also passed the pharmacophores (sensitivity = 1.0; specificity = 0.1). With the four-feature pharmacophores (P4 model), six out of eight actives were retrieved, and the number of false positives considerably decreased (sensitivity = 0.75; specificity = 0.68). Finally, using five-feature pharmacophores (P5 model), only one active was retrieved, and the number of decoys retrieved decreased even more (sensitivity = 0.25; specificity = 0.98). Screening with four-feature pharmacophores thus represents the best compromise, as screening with three-feature pharmacophores is too permissive, while screening with five-feature pharmacophores is too restrictive. We then analyzed the results of this *in silico* screening to check whether some features are prevalently matched by true positives. Heat maps, which highlight the matched and unmatched pharmacophoric features, were generated for all positives, which means any conformer passing any of the four-feature pharmacophores. It can be noticed that the majority of true positives (conformers of true ligands) match Donor1 and Donor2, which is not the case for positives (Figure 4A, B). To automatically select those features that are preferentially matched by true positives, we computed the matching frequency of each feature for all conformers passing the pharmacophores and compared the corresponding frequencies for true positives and positives (Figure 4C). The differential frequency (DF) in matching frequency $F$ for a particular feature $f$ between true positives (TP) and positives (P) was computed as

$$DF = F_f(TP) - F_f(P)$$

where $F_f = n/N$, $n$ being the number of matches and $N$ the number of conformers fulfilling the pharmacophore query.

As previously noticed from the heat maps, two features (Donor1 and Donor2) are more frequently matched by true positives than by positives ($DF > 0.15$). We thus studied the influence of constraining these features in postprocessing the hit list. It is important to recall at this point that only information about true inhibitors (as it is commonplace for pharmacophore elucidation) and not their binding mode is used to postprocess screening results. When entries that did not match Donor1 were discarded, the same sensitivity was maintained (0.75), but the specificity considerably increased to 0.89 (P41 model, Figure 4D). When entries that did not match Donor2 were discarded (P42 model, Figure 4D), the sensitivity decreased to 0.50 and the specificity increased to 0.90. If entries that did not match both donors were discarded (P43 model, Figure 4D), the sensitivity decreased to 0.37, while the specificity increased to 0.95. We can then conclude that the proposed receptor-based pharmacophore, with two H-bond acceptors, three H-bond donors, and two hydrophobic groups can be used in library screening to find new potential NA inhibitors using all possible combinations of four features, while constraining the Donor1 feature to be necessarily fulfilled.

**β2 Adrenergic Receptor (ADRB2).** The β2 adrenergic receptor is a G-protein coupled receptor (GPCR) that binds adrenaline and noradrenaline to regulate cardiovascular and pulmonary functions. Its binding site can be considered a prototypical druggable binding site with a good balance of polar and hydrophobic residues. The crystal structure of
ADRB2 in complex with the inverse agonist carazolol was recently published. The ligand-binding site of this receptor (2rh1 entry), is formed by 44 residues (Figure 5A). From the 67 atoms which were predicted to be interacting with a putative ligand, a pharmacophore model with two H-bond acceptor features, three H-bond donor features, and five hydrophobic features was identified (Figure 5B): one H-bond acceptor toward Asn293 (Acceptor1); one H-bond acceptor toward Asn312 (Acceptor2); two H-bond donors toward the carboxylic acid moiety of Asp113 (Donor1 and Donor2); one H-bond donor toward Ser203 (Donor3); one hydrophobic feature close to Val114 and Phe290 side chains (Hydrophobe1); one hydrophobic feature close to three aromatic side chains (Phe193, Phe289, and Tyr308; Hydrophobe2).

Figure 3. Neuraminidase structure-based pharmacophore. (A) Predicted interacting atoms (spheres) in the 2qwf ligand binding site. (B) Pharmacophoric features: H-bond acceptor features are colored in green; H-bond donor features are colored in magenta; hydrophobic features are colored in blue. Exclusion spheres are not displayed for sake of clarity.

Figure 4. Heat plots for neuraminidase inhibitor screening with 4-feature pharmacophore models. Matched features are colored in red; unmatched features are colored in blue. (A) Actives retrieved in the hit list. (B) Full hit list. (C) Differential occurrence in matching frequency between true positives and positives. (D) Sensitivity vs. specificity of various pharmacophore searches: P3, three-feature pharmacophores; P4, four-feature pharmacophores; P41, four-feature pharmacophores with donor 1 fixed; P42, four-feature pharmacophores with donor 2 fixed; P43, four-feature pharmacophores with donors 1 and 2 fixed; P5, five-feature pharmacophores.
one hydrophobic feature close to Thr110 and Phe193 side chains (Hydrophobe3); one hydrophobic feature close to Val117, Trp286, and Phe290 side chains (Hydrophobe4); and one hydrophobic feature close to Gly90, Ile94, Trp109, Ile309, Trp313, and Tyr316 (Hydrophobe5). A total of 77 exclusion spheres were added to the final pharmacophoric model, which is shown in Figure 5B.

A \( \beta_2 \) receptor-targeted compound library was set up from 20 known active compounds (see the Supporting Information) and 980 chemically similar decoys. To check whether the cavity-based pharmacophore may be fuzzy enough to accommodate ligands with different functional effects, we explicitly selected as true actives six inverse agonists, five partial agonists, four antagonists, and five full agonists of the \( \beta_2 \) receptor. Again, all possible combinations of three-feature, four-feature, and five-feature pharmacophores were evaluated for their ability to selectively retrieve known actives. Screening with three-feature pharmacophores (P3 model, Figure 6D) was far too permissive since it returned 898 hits, among which were all 20 active compounds (sensitivity = 1.0; specificity = 0.10). Screening with four-feature pharmacophores (P4 model) returned fewer compounds (616 hits), among which were 19 active compounds (sensitivity = 0.95; specificity = 0.39). However, its

**Figure 5.** \( \beta_2 \) adrenergic receptor structure-based pharmacophore. (A) Predicted interacting atoms (spheres) in the 2rh1 ligand binding site. (B) Pharmacophoric features: H-bond acceptor features are colored in green; H-bond donor features are colored in magenta; hydrophobic features are colored in blue. Exclusion spheres are not displayed for sake of clarity.

**Figure 6.** Heat plots for \( \beta_2 \) adrenergic receptor ligand screening with four-feature pharmacophore models. Matched features are colored in red; unmatched features are colored in blue. (A) True positives. (B) Positives. (C) Differential feature matching frequencies between true positives and positives. (D) Sensitivity vs specificity of various pharmacophore searches: P3, three-feature pharmacophores; P4, four-feature pharmacophores; P41, four-feature pharmacophores with donor 1 fixed; P42, four-feature pharmacophores with donor 2 fixed; P43, four-feature pharmacophores with donor 3 fixed; P44, four-feature pharmacophores with donors 1 and 3 fixed; P5, five-feature pharmacophores.
rhodopsin are surprisingly similar when looking at the state model of the latter receptor, thus illustrating the subtle differences occurring at the level of GPCR–ligand interactions when comparing ligands with different functional outcomes. Interestingly, the receptor-based model (either P41 or P43 model) was suitable in discarding ligands binding to other adrenergic receptor subtypes (β3 and α1a subtypes) with, as expected, a specificity closely related to the distance between the target and the reference binding sites. For highly related binding cavities (e.g., β2 and β3 ligand-binding sites: 23/30 conserved residues), the ligands are too similar, and the reference structure-based pharmacophore hardly discriminates β2 from β3 ligands (three out of five selective β3 receptor ligands were still selected by the β2-based pharmacophore, data not shown). For a more divergent cavity (e.g., the adrenergic α1a cavity: 17/30 conserved residues with the β2 binding site), the corresponding ligands are sufficiently different to be discarded by a structure-based pharmacophore (only five out of 50 chemically diverse α1a ligands selected, data not shown).

Cyclooxygenase-2 (COX2). Cyclooxygenase-2 is an enzyme biosynthesized during the inflammation process which catalyzes the conversion of arachidonic acid into prostaglandin H, and it is a major target for nonsteroidal anti-inflammatory drugs. The COX2 target is interesting since its ligand-binding site exhibits ligand-induced rearrangements of some key residues (Arg 120, Tyr355, and Val523), which prevent the cross-docking of COX2 inhibitors. The ligand-binding site, as identified with MOE from the apoprotein structure (5cox PDB entry), is formed by 19 residues and presents a strong hydrophobic nature (Figure 7A). From the 45 atoms which were predicted to be interacting, a pharmacophore model with one H-bond acceptor, one H-bond donor, and four hydrophobic features was generated (Figure 7B): one H-bond acceptor toward Arg120 (Acceptor1); one H-bond donor toward the hydroxyl group of Tyr385 (Donor1); one hydrophobic feature close to Val349, Ala527, and Leu531 side chains (Hydrophobe1); one hydrophobic feature close to Leu352, Val523, and Ala527 side chains (Hydrophobe2); one hydrophobic feature close to Val116, Val349, Tyr355, Leu359, and Leu531 side chains (Hydrophobe3); and one hydrophobic feature close to Phe381, Tyr385, Trp387, and Phe518 (Hydrophobe4). A total of 39 exclusion spheres were added to the final pharmacophore model (Figure 7B).

A COX-2 targeted molecular database was created from 10 known inhibitors (see the Supporting Information) and 990 chemically similar decoys selected from the Bioinfo...
database. On one hand, screening the compound library against all combinations of three-feature and four-feature pharmacophores (P3 and P4 models, Figure 8D) was too permissive and returned 868 and 590 hits, respectively, with a very modest sensitivity for the four-feature pharmacophore combinations (Figure 8). On the other hand, screening with five-feature pharmacophores (P5 model) was more specific and returned 164 hits, among which were three actives (sensitivity = 0.3; specificity = 0.83). A single difference in the frequency of matched features between true positives and positives can be observed for feature Hydrophobe 3 (Figure 8). Fixing this feature in postprocessing the hit list obtained from a four-feature-based pharmacophore search (P41 model) does not improve sensitivity (Se = 0.6) and only marginally enhances the specificity (Sp = 0.6) of the model.

**HS-Pharm Search vs Docking.** We believe it would not be appropriate to compare the accuracy of our HS-Pharm searches with that of existing ligand-based or protein–ligand based pharmacophores, since all reported pharmacophores for the three targets were queried with different compound libraries, out of which the decoys were usually randomly selected from druglike compounds without assessing that true actives and decoys really span the same chemical space. We can thus assume, in agreement with a recent study on the importance of decoy selection, that the screening accuracy of reported pharmacophore models is in most cases largely overestimated. The most reliable comparison to our viewpoint consists in comparing our method with molecular docking, since both approaches rely on the 3-D coordinates of the target protein and on an identical compound library. For the three targets under investigation, the same targeted-focused libraries as those used above were thus docked into their respective binding sites. To avoid target dependency, three of the best-performing docking tools (Gold, FlexX, and Surflex) in combination with their native scoring function, were then used to rank screened compounds by decreasing docking scores. For two of the three test cases (NA and ADRB2), the HS-Pharm approach outperformed the best possible docking tool in a screening scenario where the top-ranked compounds (ca. 1%) would be experimentally tested for *in vitro* binding (Figure 9). Even if multiple pharmacophores are serially screened in the HS-Pharm approach, it is still much faster than docking (CPU timings for docking were ca. 10–12 h vs 5–20 min for four-feature HS-Pharm screening), and therefore it is a true alternative to docking in most cases.

**Advantages and Drawbacks of the HS-Pharm Approach.** The worldwide development of structural genomics programs enables the identification of high-resolution 3-D structures of an ever increasing number of potentially interesting targets for which small-molecular-weight ligands need to be identified. Searching compound libraries for potential hits that satisfy receptor-based pharmacophores is one of the computational methods of choice in this case, since molecular docking is computationally expensive, and it is supposedly relatively inaccurate to identify virtual hits from apoprotein structures. The SBP approach is particularly interesting in such scenarios, as it directly generates ready-to-use pharmacophore queries from the ligand-free protein 3-D atomic coordinates. However, a major drawback of the current method is the combinatorial explosion of possible pharmacophoric queries with the increase of selected features. For two of the three targets investigated in the current study, the number of possible pharmacophores is far too high to

---

**Figure 8.** Heat plots for screening cyclooxygenase-2 inhibitors with four-feature pharmacophore models. Matched features are colored in red; unmatched features are colored in blue. (A) True positives. (B) Positives. (C) Differential feature matching frequencies between true positives and positives. (D) Sensitivity vs specificity of various pharmacophore searches: P3, three-feature pharmacophores; P4, four-feature pharmacophores; P41, four-feature pharmacophores with hydrophobe 3 fixed; P5, five-feature pharmacophores.
practically screen a library of reasonable size (>10,000 ligands), even after 2-D filtering. It is thus of the utmost importance to reduce the number of interesting features and consequently the number of pharmacophore combinations without losing much information. Prediction of the most likely anchoring atoms with a machine learning algorithm and restriction of the pharmacophore definition only to those features close to these atoms considerably decreases the number of features by at least a factor 2 (Figure 10) and thus drastically simplifies the number of all corresponding pharmacophores (Table 4).

However, one has to be aware of the limitations of the HS-Pharm approach. There are still drawbacks to the proposed flowchart. The first one resides in the fact that the LUDI interaction maps consist only of three possible feature types (H-bond acceptor, H-bond donor, and hydrophobe) and omit charged and aromatic features, commonly used in ligand-based pharmacophore definitions. This simplification, while not affecting sensitivity, is likely to decrease the specificity of the receptor-based model since a H-bond acceptor can be mapped, for example, to what should be a negatively ionizable feature, or a hydrophobic group to what should be an aromatic feature, and thus lead to false positives in the hit list (Figure 11). Looking at the individual accessibility and probability of interaction (IA) for atoms selected by our machine learning approach did not permit the derivation of general rules for modifying H-bond acceptor/donor and hydrophobe features into negative/positive ionizable and aromatic features. A manual editing of features is still possible, but it requires a significant knowledge of actives

Table 4. Number of Possible Pharmacophores \( P^n \) Depending on the Total Number of Features \( F \) and the Number of Features \( f \) Selected for the Query, with and without Restricting Feature Identification

<table>
<thead>
<tr>
<th>protein</th>
<th>FP unrestricted ( P )</th>
<th>restricted ( P )</th>
<th>( F )</th>
<th>unrestricted ( f )</th>
<th>restricted ( f )</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>neuraminidase</td>
<td>23</td>
<td>7</td>
<td>5</td>
<td>1771</td>
<td>35</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8859</td>
<td></td>
<td></td>
<td></td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>33649</td>
<td></td>
<td></td>
<td></td>
<td>21</td>
</tr>
<tr>
<td>( \beta 2 ) receptor</td>
<td>27</td>
<td>10</td>
<td>3</td>
<td>2925</td>
<td>120</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>17550</td>
<td></td>
<td></td>
<td></td>
<td>210</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>80730</td>
<td></td>
<td></td>
<td></td>
<td>252</td>
</tr>
<tr>
<td>cyclooxygenase-2</td>
<td>10</td>
<td>6</td>
<td>3</td>
<td>120</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>210</td>
<td></td>
<td></td>
<td></td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>252</td>
<td></td>
<td></td>
<td></td>
<td>6</td>
</tr>
</tbody>
</table>

\( a \) \( F = P^n \) \( f \). \( \beta \) Catalyst features derived from LUDI interaction maps. \( \gamma \) Catalyst features derived from LUDI interaction maps, close to predicted ligand-interacting atoms according to the voting model on CFP2 cavity fingerprints.

Figure 9. ROC plots from structure-based screening of three targets (A, neuraminidase; B, \( \beta 2 \) adrenergic receptor; C, cyclooxygenase-2) using random picking (black dotted lines); the HS-Pharm approach (black solid lines); and molecular docking with FlexX (red lines), Gold (green lines), and Surflex (blue lines). Identical targeted compound libraries and active site definitions were used for the comparison. ROC plots for HS-Pharm screens are incomplete since only compounds passing any of the four-feature pharmacophores (neuraminidase, P41 model; \( \beta 2 \) receptor, P44 model; cyclooxygenase-2, P41 model) can be ranked by decreasing Fit values.

Figure 10. Number of pharmacophoric features defined from LUDI interaction maps, with (right columns) or without (left columns) machine-learning-based prioritization of ligand-interacting atoms. H-bond acceptor, H-bond donor, and hydrophobic features are represented by white, gray, and black bars, respectively.
and their structure–activity relationships, and therefore it is not applicable for novel genomic targets.

A second drawback lies in the physicochemical properties of the binding site of interest. As far as polar and hydrophobic features are well-balanced (e.g., neuraminidase and β2 adrenergic receptor), the corresponding pharmacophores will capture the directionality of molecular interactions necessary for a ligand to achieve binding. For very hydrophobic binding sites (e.g., COX-2), this directionality is lost, since the ratio of hydrophobic-over-polar features is too high (Figure 10). The resulting pharmacophores (Figure 8) are then much less specific and slightly less sensitive than those derived from more polar binding sites (Figures 4 and 6). For strongly apolar binding sites, the herein proposed structure-based approach can thus be considered as a preliminary filtering step able to downsize a chemical library.

As expected for any structure-based method, HS-Pharm is sensitive to protein atomic coordinates and induced fit effects. This explains, in addition to the hydrophobic nature of the cavity, the poorer performance of the HS-Pharm screening in the case of the COX-2 target for which rotameric states of a few key anchoring residues are ligand-dependent. We have not currently compared HS-Pharm to other methods able to generate structure-based pharmacophores11,17,23,25 but think that the above-reported conclusions still hold. The main advantage of the HS-Pharm approach does not reside in the hydrophobic perception and screening but in the significant reduction of the number of pharmacophoric features and possible pharmacophores thanks to the machine-learning prediction of hot spots. In our hands, restricting the number of features/pharmacophores increases the specificity of the pharmacophore searches by lowering the number of selected false positives. Therefore, applying the same preselection step to other methods will probably lead to very similar results. We chose to couple our knowledge-based ligand-anchoring prediction method to Discovery Studio for the possibility to script many operations in automated workflows (e.g., screening all n-feature pharmacophores, editing heat maps) that considerably facilitate exhaustive pharmacophore definitions and library screening.

CONCLUSIONS

We herewith present a structure-based approach to generate simple but efficient pharmacophore models by using a machine learning algorithm trained on known cavity fingerprints first to predict the most likely ligand-anchoring atoms and second to define receptor-based pharmacophores from probe interaction maps focusing on those atoms. The approach has been applied to three ligand-binding sites of pharmacological interest in order to distinguish known actives from chemically similar decoys. As already noticed for ligand-based pharmacophore searches,10 four-feature pharmacophoric descriptions achieve the best compromise between sensitivity and specificity, whatever the cavity. Identification of features which are specifically matched by true positives with respect to positives led in all cases to models of significantly higher specificity at the cost of a slightly reduced sensitivity. Although we are lacking large-scale benchmarks, it appears that a difference higher than 15% in the above-cited matched features systematically improves the accuracy of pharmacophore searches. Of course, this additional postprocessing requires prior knowledge of known actives. However, even in the absence of known ligands, the general protocol presented in this study is sensitive and specific enough to prioritize virtual hits of interest. The main advantage of focusing pharmacophore features to previously identified anchoring atoms lies in the significant simplification of the resulting pharmacophoric description, which enables a systematic screening of all possible four-feature pharmacophores. Like in any pharmacophore search, some permissivity in the query is observed for unbalanced pharmacophores in which hydrophobic features are predominant. In the latter case, we advise the use of hot-spot-guided receptor-based pharmacophore searches as a preliminary filtering tool to downsize a compound library before in silico screening with another computational method.
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